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9:30-12:00 Masterclass sur les agents conversationnels NotebooklLm et

LMstudio

Cette masterclass s'attachera a présenter deux outils en un sens complémentaires.
Notebook LM, qui permet de s'initier a une intelligence artificielle qui est explicite dans ses
sources (Grounded Al) et qui participe aux problématiques de réplicabilité et de tracabilité.
Comment, a partir d'un document, poser des questions & un modéle de langue (Gemini 2.5)
en ayant l'assurance que les réponses seront fondées exclusivement sur le document ou les
documents fournis. C'est le principe de ce qu'on appelle le RAG (Retrieval Augmented
Generation). Cette application de Google, qui pour le moment autorise une certaine liberté
(car elle n'a pas encore défini son modéle économique) propose un certain nombre de
fonctionnalités que je commenterai. La plus connue est la génération de podcasts, c'est la
plus utilisée, y compris & des fins pédagogiques. Je proposerai rapidement quelques
exploitations de recherche tant sur les travaux de l'analyse de la factualité que sur les
problématiques associées aux voix ou a ce que l'on nomme les personae des agents
conversationnels.

Le deuxiéme type d'agent conversationnel de I'1A générative que je souhaiterais présenter
est linterface avec des modéles locaux, et constitue ce que l'on pourrait appeler une
initiation a I'1A frugale. A la différence du premier modéle, on est ici assuré de la souveraineté
de ses données, les fichiers qui servent 3 |'analyse restent notre propriété, sont stockés sur
notre ordinateur ainsi que les réponses des modéles. Jexposerai les trois principales
fonctionnalités ou les trois profils principaux d'utilisation de ces modéles et présenterai
quelques utilisations possibles pour I'enseignement et éventuellement pour la recherche.

B DPour profiter pleinement de l'atelier, les participant-e-s sont invité-e-s & venir avec leur
ordinateur portable et & installer & l'avance LMstudio (https://Imstudio.ai/) qui
nécessite un compte gmail, ainsi qu'un modéle au choix (en fonction de la mémoire
disponible sur l'ordinateur), par exemple le modéle gpt-oss-20b.

14:00-16:00 Présentation: « Se positionner comme linguiste dans des
recherches sur l'lA: lexemple des biais de tokenisation »

Cette présentation détaillera des travaux sur l'analyse des biais de genre dans les systémes
de traduction et des travaux en cours sur les grands modéles de langues, et plus
spécifiquement les modéles de langues utilisés pour la parole comme Whisper. J'expliquerai
quelques méthodes utilisées pour sonder les modéles neuronaux et les principaux résultats
obtenus. La réflexion portera sur ce que les linguistes peuvent apporter & l'analyse de
systémes jugés pour la qualité de leur performance. On fera retour sur ces modalités
d'analyse de ces systémes (benchmarks) et sur la place que les linguistes peuvent y prendre.
Je contribue, avec d'autres, & examiner ce que deviennent les langues et la connaissance que



nous pouvons en avoir dans ce type de représentation. En particulier, j'insisterai sur I'étape
dite de "tokenisation" qui permet de préciser ce que voit le réseau de neurones, le type
d'entités manipulées par la machine. Je terminerai en esquissant la transformation en cours
de sciences du langage en science des données linguistiques et ce qu'elle implique en partie.
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